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Artificial intelligence (AI) enables the creation of more personalized 
and adaptive solutions, tailoring amplification and noise reduction 
algorithms to the unique needs of the wearer in any given environment. 
Innovating in the AI field for 24 years, AutoSense OS™ 5.0 is the latest 
example of AI-based machine learning from Phonak. AutoSense OS 5.0 
accurately identifies and adjusts to a client’s unique sound environment, 
providing improved speech understanding in many different hearing 
situations.
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Key highlights

•	 The	development	of	automatic	classification	systems,	like	
Phonak’s	AutoSense	OS,	have	been	shown	to	significantly	
improve	speech	understanding	by	adjusting	the	hearing	aid	
according	to	the	user’s	environment	(Appleton,	2020).

•	 While	deep	neural	networks	(DNN)	with	enough	parameters	
may	perform	better	than	classical	signal	processing	
approaches,	currently	no	DNN	has	the	computational	
power	to	outperform	a	classical	or	machine	learning	(ML)	
algorithm.

•	 Many	hearing	aid	manufacturers	have	adopted	ML	
approaches	for	scene	classification	tasks.	This	“best	of	
both	worlds”	approach	utilizes	the	power	of	“learning”	
approaches	to	cover	a	wide	range	of	situations	with	high	
accuracy,	without	the	high	energy	consumption	required	
due	to	complex	processing.	

Considerations for practice 

•	 Understanding	the	foundations	of	AI	and	ML	is	crucial	for	
recognizing	the	benefits	they	bring	to	hearing	aids.	

•	 AI	enables	the	creation	of	more	personalized	and	adaptive	
solutions,	tailoring	amplification,	and	noise	reduction	
algorithms	to	the	unique	needs	of	each	hearing	aid	user	 
in	any	given	auditory	environment.	

•	 Dependent	on	a	variety	of	factors,	modern	hearing	aids	can	
improve	the	signal-to-noise	ratio	(SNR)	of	a	moderately	
challenging	environment	by	approximately	4-8	dB	SNR.	
In	comparison,	DNNs	have	the	potential	to	improve	by	
upwards	of	12dB	SNR.	DNN-based	denoising	technology	
offers	a	potential	that	modern	hearing	aids	do	not	have	
access	to	yet.
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Introduction

Artificial	intelligence	(AI),	a	field	of	study	in	computer	science	
aiming	to	replicate	human	intelligence	in	machines,	is	rapidly	
growing	and	has	revolutionized	entire	industries.	AI-based	
technologies	are	successfully	applied	across	various	sectors,	
bringing	about	a	powerful,	positive	transformation.	The	
European	Commission	defines	AI	as	“systems	that	display	
intelligent	behavior	by	analyzing	their	environment	and	
taking	actions	with	some	degree	of	autonomy	—	to	achieve	
specific	goals”,	elaborating	that	“AI-based	systems	can	be	
purely	software	based,	acting	in	the	virtual	world	(e.g.	voice	
assistants	and	image	analysis	software)	or	can	be	embedded	
in	hardware	devices	(e.g.	advanced	robots	and	autonomous	
cars)”	(European	Commision, 2018).	From	healthcare	to	finance,	
manufacturing	to	education,	AI	is	reshaping	traditional	
processes	and	opening	up	new	opportunities.	

AI	applications	emerge	in	a	wide	array	of	forms	and	sizes,	
featuring	a	remarkably	broad	spectrum	of	capabilities	from	
emulating	human-like	perception,	like	vision	and	hearing,	
to	excelling	in	communication	and	complex	tasks.	Hearing	
aids	have	benefitted	greatly	from	advancements	in	AI,	
with	the	primary	focus	of	improving	outcomes	like	speech	
understanding	and	reduced	listening	effort.	Despite	significant	
progress	in	these	features,	the	noise	reduction	aspect	in	
hearing	aids	has	been	addressed	primarily	using	traditional	
signal	processing	techniques,	such	as	beamformers,	rather	
than	AI.	Denoising,	defined	as	real-time	separation	of	speech	
from	noise,	involves	eliminating	undesired	background	noise	to	
enhance	the	clarity	of	the	sounds	a	user	wants	to	hear.	Recent	
evidence	suggests	that	Deep	Learning,	a	specific	branch	of	
AI,	can	further	reduce	background	noise	and	offers	dramatic	
improvements	in	speech	intelligibility	for	hearing	aid	users	
(Diehl	et	al.,	2023).	

Decoding artifical intelligence

Understanding	the	foundations	of	AI	and	ML	is	crucial	for	
recognizing	the	significant	benefits	they	bring	to	hearing	aids.	

Today,	AI	is	used	as	a	rather	broad	term	that	encompasses	
a	wide	range	of	technologies	and	techniques	that	vary	
significantly	in	their	complexity.	On	the	one	hand,	it	is	
employed	to	address	modern	training-based	ML	approaches	
that	have	gained	attention	for	achievements	like	mastering	
complex	games,	generating	realistic	images,	or	engaging	in	
human-like	conversations.	On	the	other	hand,	this	term	also	
encompasses	more	traditional	programming	techniques	such	
as	rule-based	and	expert	systems	and	basic	ML	algorithms.	
Classical	(non-AI)	algorithms	are	often	used	to	tackle	problems	

with	well	defined	objectives,	whereas	AI	shines	best	in	solving	
problems	for	which	the	objective	can	be	better	described	with	
examples	rather	than	rules.	The	latter	is	usually	the	case	when	
the	objective	itself	has	a	“human	element”	to	it.	

Machine learning

A	subset	of	AI	that	currently	sees	great	momentum	is	that	
of	ML	which	optimizes	some	mathematical	formula	(Model)	
containing	adjustable	values	(Parameters)	to	perform	a	
particular	task.	This	adjustment	is	generally	a	statistical	
procedure	that	builds	on	a	set	of	example	data	points	(Training	
Data).	The	goal	of	this	procedure	is	to	have	the	model	correctly	
described	by	the	training	data	while	also	providing	a	correct	
output	for	previously	unseen	or	unlearned	data.	This	process	is	
commonly	referred	to	as	“generalization”.	The	behavior	of	the	
model	after	this	procedure	is	largely	defined	by	the	processed	
examples,	thus	this	procedure	is	referred	to	as	“training”	or	
“learning”.	It	is	analogous	to	the	human	cognitive	abilities	
which	allow	us	to	derive	knowledge	from	examples.

After	the	model	is	completely	trained,	it	can	be	used	for	
inference	—	it	will	process	real	input	data	to	produce	output	
data	according	to	the	parameters	that	have	been	trained	
(Figure	1).

Figure 1: Training and Inference for ML models on the example of a linear 
model. During training, an update procedure adjusts the model parameters 
according to some training data. In inference, the model uses the previously 
trained parameters to compute an output from the given input.

Deep neural networks
Perhaps the most sophisticated and most discussed model 
type	in	ML	to	date	are	DNNs.	Given	the	right	conditions,	very	
complex	data	with	numerous	inputs	and	outputs	with	complex	
relationships	can	be	modeled	very	precisely	with	this	approach.	
Just	as	with	many	other	ML	methods,	the	model	represents	
some	relatively	simple	calculations	of	its	input	data,	that	
depend	on	its	parameters.	The	most	striking	difference	to	other	
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approaches	are	that	DNN	models	generally	include	many	more	
of	these	calculations	and,	thus,	more	parameters	(millions	or	
billions).

With	a	higher	number	of	parameters,	given	enough	data	points	
and	a	suitable	optimization	procedure,	these	kinds	of	models	
can	adapt	to	a	large	variety	of	problems	with	unprecedented	
generalization	capabilities.	Prominent	examples	include	
analyzing	the	contents	of	images	or	generation	of	believable	
text	which	is	used	for	chatbots	like	ChatGPT.	In	both	examples,	
the	input	data	varies	widely	(it	is	hard	to	foresee	what	kind	
of	images	or	text	will	be	seen	in	a	future	input),	however	the	
DNNs	still	perform	well.	The	demands	and	limitations	in	terms	
of	computational	resources	depend	a	lot	on	the	target	domain	
(Figure	2).

Figure 2: DNN Model size is steadily increasing with the availability of more 
potent hardware. At the same time, DNN sizes “spread out” across the different 
domains according to their respective demands and limitations, so that we see 
7 orders of magnitude (factor 10 million) difference in model sizes these days 
(Sevilla 2021).

A	variety	of	factors	can	impact	the	success	of	the	training	
process	for	a	large	DNN.	A	thorough	understanding	of	the	
specific	problem	and	target	function	better	supports	the	
optimization	procedure.

It	has	been	shown	that	more,	high-quality	training	data	will	
improve	the	final	model	performance.	This	ensures	better	
generalization	to	a	larger	variety	of	different	inputs.	To	allow	
adaptation	to	the	complexity	of	the	training	data,	successful	
models	also	need	to	be	scaled	up	in	terms	of	number	of	
computations	and	parameters	(Koutsoukas,	2017;	Sun,	2017;	
Sutton,	2019;	Hestness,	2017;	Bahri,	2021).

However,	with	increased	parameters	and	computations,	more	
powerful	hardware	is	required	to	support	the	training	process,	
as	well	as	during	interference.	This	is	a	limitation	within	the	
current	landscape	of	hearing	aid	technology,	as	no	hearing	
instrument	is	effectively	equipped	with	the	technological	
capabilities	to	meet	these	demands

Minimum viable deep neural network
Depending	on	the	concrete	problem	at	hand,	DNNs	require	a	
certain	“minimum	size”	(in	terms	of	parameters	&	computation)	
to	provide	a	benefit	over	comparable	classical	or	other	kinds	of	
ML	algorithms.

We	can	illustrate	this	with	a	simple	experiment:	We	trained	
DNNs	with	various	sizes	and	complexities	for	the	task	of	
denoising	and	compared	it	to	one	of	the	current	state-of-the-
art	denoising	algorithms	in	terms	of	how	well	it	performs	in	
the	task	according	to	some	performance	metric	(”score”)	and	
how	many	parameters	and	how	much	computation	it	requires	
(”parameter	count”).

While	the	DNNs,	given	enough	parameters	eventually	perform	
better	than	the	classical	approach,	no	DNN	can	outperform	
the	classical	algorithm	with	the	same	number	of	parameters	
(Figure	3).

Figure 3: A population of DNNs trained to fulfill the role of noise cancellation 
compared to a noise cancellation algorithm used in a modern hearing aid. For 
the parameter counts supported by existing hardware, classical algorithms are 
still at an advantage.”Performance Metric” measures denoising performance.

Various	techniques	have	been	developed	to	reduce	and	
optimize	the	size	of	DNNs	without	impacting	performance	
(Hongrong,	2023).	While	today’s	DNNs	make	use	of	these	
optimization	techniques,	they	still	generally	require	
significantly	more	computational	resources	than	classical	
approaches.
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Artifical intelligence in hearing aids

AI	has	found	diverse	applications	in	hearing	aids,	with	
extensive	ongoing	research	efforts	and	the	continual	
emergence	of	innovative	technologies	aimed	at	addressing	
the	challenges	encountered	by	users	at	several	stages	of	their	
hearing	aid	journey.	Modern	AI-powered	hearing	aids	optimize	
the	fitting	process	and	offer	various	functionalities	such	
as	classification	and	health	and	fitness	tracking,	expanding	
their	utility	beyond	conventional	hearing	assistance.	This	
transformation	of	hearing	aids	into	smart	wearables	not	only	
enhances	their	functionality	but	could	also	aid	in	further	
reducing	the	stigma	associated	with	hearing	aids	that	persists	
today.

Still,	we	believe	a	more	committed	application	of	AI	would	
have	the	potential	to	address	a	long-standing	and	frequent	
complaint	among	hearing	aid	users:	hearing	in	noisy	
environments.	Background	noise	has	long	been	recognized	
as	one	of	the	biggest	hurdles	for	hearing	aid	wearers	(e.g.,	
Abrams	et	al.,	2015;	Ng	&	Ronnberg,	2020;	Bottalico	et	al.,	
2022).	Early	generations	of	hearing	aids	would	amplify	all	
sounds	indiscriminately.	In	noisy	settings	this	created	a	
suboptimal	listening	experience	and	lead	to	users’	frustration	
and	withdrawal	from	certain	social	situations,	negatively	
impacting	their	quality	of	life	and	well-being.	The	amplification	
of	background	noise	has	been	a	commonly	cited	cause	for	
the	reluctance	to	adopt	hearing	aids	(Hougaard	&	Ruf,	2011;	
Hartley	et	al.,	2010).

Most	modern	hearing	aids	use	spatial	selectivity	techniques	
such	as	beamforming	to	reduce	noise,	which	has	been	shown	
to	improve	speech	intelligibility	and	reduce	listening	effort	
(Latzel,	M.	et	al.,	2022;	Adler,	M.	&	Seitz-Paquette,	K.,	2023).
However,	conversation	in	noise	remains	one	of	the	situations	
in	which	hearing	aid	owners	have	the	least	satisfaction	
(Appleton-Huber,	2022).	Hearing	aid	wearers	encounter	a	large	
variety	of	acoustic	environments,	each	presenting	its	own	
unique	set	of	noise	challenges	in	our	inherently	noisy	world.	
AI	has	promising	potential	to	play	a	transformative	role	in	
reshaping	hearing	aids	to	meet	the	demands	of	contemporary	
life.	AI	enables	the	creation	of	more	personalized	and	
adaptive	solutions,	tailoring	amplification	and	noise	reduction	
algorithms	to	the	unique	needs	of	each	hearing	aid	user	in	any	
given	auditory	environment.	Moreover,	with	their	continuous	
learning	capabilities,	AI-based	hearing	aids	could	improve	
their	performance	over	time,	gradually	perfecting	the	listening	
experience.

Artificial intelligence and machine learning-based 
sound processing in hearing aids today

Several	AI-based	technologies	have	already	been	incorporated	
into	hearing	aid	devices	and	are	commercially	available.	
For	example,	AutoSense	OS	has	been	developed	with	ML	to	
precisely	recognize	and	adjust	to	various	sound	environments,	
significantly	improving	speech	understanding	(Appleton,	
2020).	By	continually	analyzing	the	user’s	surroundings,	it	
dynamically	fine-tunes	the	hearing	aids	to	suit	the	noise	levels	
and	acoustic	conditions.	It	combines	a	variety	of	features	of	
the	input	audio	signal	to	create	customized	settings,	providing	
tailored	auditory	experiences.	This	eliminates	the	need	for	
manual	adjustments,	allowing	users	to	enjoy	enhanced	hearing	
performance	in	any	situation.	

Sound scene classification
Sound	scene	classification	refers	to	the	task	of	identifying	
the	appropriate	sound	scene	and	how	it	should	be	treated.
Is	the	wearer	on	the	street,	in	a	car,	in	a	windy	environment	
or	in	a	restaurant?	Each	of	these	situations	requires	different	
approaches	to	sound	processing	and	thus	a	correct	decision	 
is	crucial	for	a	good	user	experience.

This	decision	is	easier	for	ML	approaches	to	handle	while	
harder	to	address	with	classical	algorithms	due	to	various	
factors	influencing	a	good	decision	(as	that	has	a	‘human	
element’	to	it).	A	DNN	is	often	not	required	(but	can	be	
beneficial)	for	these	kinds	of	classification	problems	in	which	
there	are	only	a	limited	number	of	possible	outputs,	in	contrast	
to	problems	like	denoising	in	which	the	output	is	a	continuous	
signal.	This	is	like	the	situation	in	Figure 3:	Only	with	sufficient	
computing	power	will	a	DNN	provide	a	benefit	over	other	
solutions.

Accordingly,	many	hearing	aid	manufacturers	today	have	
adopted	ML	(but	generally	not	deep	learning)	approaches	
for	scene	classification	tasks,	Phonak’s	AutoSense	OS	being	
no	exception.	This	allows	a	“best	of	both	worlds”	approach,	
we	can	utilize	the	power	of	“learning”	approaches	to	cover	a	
wide	range	of	situations	with	high	accuracy	but	can	avoid	the	
increased	computational	resources	required	by	the	DNN	to	
perform	the	processing	on	the	hearing	aid.

Speech and noise separation
The	most	challenging	situation	a	hearing	aid	has	to	perform	in,	
is	one	where	the	target	sound,	speech,	is	competing	with	a	lot	
of	noise.	One	of	the	interesting	metrics	in	this	scenario	is	that	
of	speech	intelligibility,	that	is,	how	much	of	the	speech	can	be	
understood	by	the	user.



Phonak Insight	I	Artificial	intelligence	in	hearing	aid	technology				5

Considerable	development	has	gone	into	the	effective	
application	of	multiple	microphone	technology	to	spatially	
improve	the	signal-to-noise	ratio	(SNR)	in	these	situations.	
For	this	technology	to	be	effective,	first	the	hearing	aid	has	
to	correctly	classify	the	current	sound	scene,	considering	
the	users	preference.	From	this,	it	can	derive	what	the	target	
sound	is,	and	whether	it	is	concentrated	in	a	small	area	(such	
as	a	person	speaking)	or	more	spread	out	around	the	user.	This	
job	is	done	by	modern	sound	scene	analysis	software	such	as	
AutoSense	OS.

Second,	combining	the	signals	from	the	microphones	to	select	
the	direction	or	directions	of	interest.	This	step	is	commonly	
referred	to	as	beamforming.

This	approach	has	shown	impressive	results	and	is	today	
considered	state	of	the	art	in	denoising	technology.	This	
success	has	led	to	increased	demand:	Users	explore	more	
challenging	sound	scenes	and	expect	improved	hearing	in	
more	and	more	challenging	situations.

In	this	environment,	features	like	SpeechSensor,	part	of	
Phonak’s	SmartSpeech	Technology,	accurately	detects	the	
direction	of	the	dominant	speaker	and	sends	this	information	
to	AutoSense	OS	5.0	to	adjust	the	directional	microphone	
mode	accordingly.	This	results	in	an	average	of	15%	better	
speech	understanding	in	noise	when	speech	is	coming	from	
the	side	and	behind	(Woodward,	J.	et	al.,	2022).

In	some	of	these	situations,	even	beamforming	approach	
may	have	difficulty	fully	removing	the	noise.	Beamformers	
inherently	assume	that	the	audio	source	of	interest	and	
the	distracting	noise	can	be	separated	by	direction.	In	
certain	sound	scenes	we	might	however	wish	to	clearly	
understand	speech	from	all	directions	but	at	the	same	time	
remove	unwanted	background	noise	from	the	surroundings.	
Social	situations	with	multiple	speakers,	such	as	having	a	
conversation	with	group	of	friends	in	a	restaurant,	is	one	
example	where	beamformers	may	be	of	limited	utility	to	the	
user.

The future of speech and noise separation
This	very	problem	is	well	addressed	with	DNNs	on	more	
powerful	devices	and	today,	solutions	are	found	commonplace	
in	video	conferencing	software,	mobile	phones	and	a	variety	of	
other	applications.	Recently,	remarkable	effects	on	intelligibility	
with	these	methods	have	been	shown	that	could	theoretically	
be	applicable	to	hearing	aids	(Diehl,	2023,	Andersen,	2021)	
(Figure	4).

Figure 4: DNN-based denoising can significantly improve intelligibility for HI 
and NH users in a variety of situations (left is better hearing, lower is more 
improvement). Here a model with ~4M parameters is used (Diehl, 2023).

Hearing	aid	manufacturers	have	started	to	investigate	the	
use	of	DNNs	for	denoising	indirectly	by	using	DNNs	not	only	
for	sound	scene	classification	but	also	for	“steering”	the	
denoising	algorithm	to	improve	its	performance.	While	this	is	
a	crucial	step	towards	better	utilization	of	the	available	DNN	
technology,	it	is	not	yet	powerful	enough	to	deliver	results	
close	to	what	is	seen	in	Figure	4.

In	a	moderately	noisy	situation	of	about	2–3dB	Signal-to-Noise	
Ratio	(SNR),	modern	hearing	aids	provide	an	SNR	improvement	
of	around	4–8dB,	depending	on	a	variety	of	factors	(Husstedt,	
2021).	In	comparable	situations,	DNNs	have	the	potential	 
to	hit	the	12dB	SNR	mark	(Gao,	2023).	This	shows	that	the	 
DNN-based	denoising	technology	offers	a	potential	that	
current	hearing	aids	do	not	have	access	to	yet.

Several	reasons	may	play	into	this,	but	we	believe	a	large	
factor	for	this	is	the	challenge	in	providing	capable-enough	
hardware,	with	a	sufficiently	low	power	consumption,	enabling	
very	small	form	factors.

Conclusion

Artificial	intelligence	has	demonstrated	tremendous	potential	
to	influence	the	hearing	healthcare	industry,	from	fitting	
to	denoising	in	difficult	environments,	but	is	sometimes	
advertised	in	confusing	ways.	In	this	Phonak	Insight	we	
demystified	the	inner	workings	of	machine	learning	and	deep	
neural	networks	and	pointed	out	the	technical	limitations	
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that	currently	hinder	their	full	adoption	in	the	field.	Finally,	we	
showed	the	great	potential	of	a	hypothetical	application	of	
deep	neural	networks	for	advanced	denoising	in	hearing	aids	
that	has	yet	to	reach	the	market.	
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